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Abstract

Rigid - viscoplastic models of metal forming processes are mathemati-
cally formulated as nonlinear Stokes problems: incompressible ßows with
variable viscosity, function of the point velocities. When discretizing those
mathematical models using either u-p or velocity interpolated Þnite ele-
ment formulations with the incompressibility imposed via penalty tech-
niques, bad conditioned matrices are obtained. In this paper we discuss
the implementation of an iterative solver for the efficient solution of the
resulting equation systems.

keywords: metal forming; incompressibility; iterative solvers; conju-
gate gradients; preconditioning.

1 Introduction

The use of rigid - viscoplastic material models for the simulation of bulk metal
forming processes (ßow formulation) has proven to be a very efficient and reli-
able engineering tool and it is nowadays widely used for actual industrial appli-
cations [19]. This simulation technique leads to the mathematical description
of incompressible ßows in which the variable viscosity is a pointwise function
of the velocity gradients (nonlinear Stokes problem). The discretization of this
mathematical model is usually performed using either u-p or velocity interpo-
lated Þnite element formulations with the incompressibility constraint imposed
via penalty procedures. Therefore, the resulting stiffness matrices are badly
conditioned [20]. If instead of a standard penalty method, an augmented La-
grangian procedure is used, the conditioning of the problem is only alleviated to
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a certain degree, because it is still important to keep a relatively high penalty
coefficient if the number of iterations to be used when solving the problem is
going to remain within acceptable limits [13] [20] [7].
Our research group implemented the ßow formulation via the pseudo - con-

centrations technique [17] [18]; in this implementation the bad conditioning of
the resulting stiffness matrix is even worst than in the standard implementations
of the ßow formulation [4] - [12].
To get realistic simulations of industrial bulk metal forming processes us-

ing the Þnite element method, it is usually necessary to solve 3D models with a
large number of degrees of freedom; these models are nonlinear and are therefore
solved using iterative techniques such as the Newton-Raphson method; hence, a
linear algebraic system of equations of the form KU = R, which represents for
each iteration the linear approximation to the momentum conservation equa-
tions, needs to be solved a number of times. A large amount of computer
memory allocation is necessary to store the nonzero numbers in the K matrix
and also a large amount of CPU time is necessary to repetitively solve the linear
algebraic equations system (the meaning of ÒlargeÓ is related to the available
computational resources).
It is nowadays well known that the use of iterative solvers to solve a linear

algebraic system of equations saves on the amount of required storage and also
saves considerably CPU time [2]; however, in the case of the ßow formulation
the bad conditioning of the stiffness matrix introduces an important difficulty
for the convergence of iterative solvers.
In the second section of this paper we brießy review the ßow formulation and

the main features of the algebraic system of equations that we get when lineariz-
ing the discretized problem. In the third section we discuss the performance that
we can expect, when solving that system, from the preconditioned Conjugate
Gradient Method; and in the fourth section we speciÞcally discuss our imple-
mentation of the Canga - Becker preconditioner for the Conjugate Gradient
Method [3]. This preconditioner was developed to overcome the bad condition-
ing coming from the incompressibility constraint and we extend it to the case
of non-homogeneous mechanical behavior due to non-homogeneous strain and
strain rate distributions.
In the Þfth section we review the Jacobi preconditioner that we use combined

with our implementation of the Canga - Becker preconditioner and Þnally in the
sixth section we present numerical examples that illustrate on the performance
of the implemented iterative solver.

2 The ßow formulation

Considering a continuum in a t−spatial conÞguration we can determine the
values of the tsij , Cartesian components of the deviatoric Cauchy stress tensor
and the values of the t

·
εij , Cartesian components of the strain rate tensor. We

deÞne the equivalent strain rate as
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t
·
ε =

r
2

3

·
tεij

·
tεij . (1)

When modeling the behavior of metals the usual approach is to use an asso-
ciated viscoplastic model with the von Mises yield function [16]; in these models
the material strain hardening is described using the accumulated effective vis-
coplastic strain, ε, deÞned, for the case of rigid - viscoplastic material models,
by the relation

t
·
ε =

Dε

Dt
(2)

with the notation D(�)
Dt we indicate time derivatives calculated following the

particles, i.e. the material time derivatives [15].
For a rigid - viscoplastic solid, using Perzyna�s constitutive model we write

[19],

tsij = 2µ(
tε,t

·
ε) t

·
εij (3)

For the t−equilibrium conÞguration, using the Principle of Virtual Work we
write,

Z
tV

(tsij δ
·
ε
0
ij +

t p δ
·
εv)

tdv =

Z
tV

tfvi δ
·
ui

tdv +

Z
tS

tti δ
·
ui

tds (4)

where,
t ·ε
0
ij : Cartesian components of the deviatoric strain rate tensor;

tp : hydrostatic component of the Cauchy stress tensor;
t ·εv : hydrostatic (volumetric) component of the strain rate tensor;
tfvi : Cartesian components of the external forces per unit volume;
tti : Cartesian components of the external forces per unit surface;
tV : volume of the t−conÞguration;
tS : external surface of the t−conÞguration.
We now consider a mixed Þnite element formulation [20] and at any point

inside an element,
·
u is the velocity vector and

·
ε
0
is the column array contain-

ing the components of the deviatoric strain rate tensor. In our Þnite element
formulation we deÞne the following interpolations,

·
u = Hu

·
U (5a)

·
ε
0
= BD

·
U (5b)

·
εV = eBV ·

U (5c)
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where
·
U is the vector of nodal velocities, BD is obtained from the velocities

interpolation and eBV is constructed so as to avoid locking. Different element
formulations that do not lock and do not introduce spurious rigid body modes
have been proposed in the literature [2], [20].
Using a penalty technique to impose incompressibility we have,

p = κ
·
εV (6)

where κ is a large number [20] (e.g. for an element �e� we use κ(e) = 104 to
107µ

(e)
max [7]).
Therefore, after some algebra we get,

(KD +KV )
·
U = R (7)

KD =

Z
tV

BTD 2µ BD dv (8)

KV =

Z
tV

κ eBTV eBV dv (9)

R : nodal forces equivalent to the external loads acting in the spatial
conÞguration.
When using in 2D analyses 4-node quadrilateral elements or in 3D analyses

8-node hexahedral elements, to avoid locking eBV is constructed considering
a constant volumetric strain rate interpolation and therefore from Eqn.(6) a
constant pressure interpolation [2] [20] [6].
Taking into account that the viscosity is a function of the accumulated effec-

tive viscoplastic strain (ε) and of the effective strain rate (
·
ε), it is obvious that

Eqn. (7) represents a set of nonlinear equations that has to be solved using an
iterative technique like the Newton - Raphson method [2]; hence, for the k-th
iteration we write:

(KD +KV )
(k−1) ∆

·
U
(k)

= R− F (k−1) (10a)
·
U
(k)

=
·
U
(k−1)

+∆
·
U
(k)

· (10b)

In the usual case, in which velocity boundary conditions are prescribed at
some nodes, we proceed in the standard way (see Section 4.2.2 in [2]).

In Eqn. (10a) the matricesK(k−1)
D andK(k−1)

V are function of µ(ε(k−1),
·
ε
(k−1)

)
and,

4



F (k−1) =
·Z

tV

BTD 2µ
(k−1) BD dv

¸ ·
U
(k−1)

+

Z
tV

eBTV p dv . (11)

When the standard penalty method is used p = κ(k−1) eBV ·
U
(k−1)

and when
the augmented Lagrangian method is used p is built in an iterative way [7].
The algebraic system in Eqn. (10a) presents two principal sources of bad

conditioning:

� The eigenvalues related to the volume change modes are much larger than
the eigenvalues related to the constant volume modes; even when using
an augmented Lagrangian procedure, where κ can be smaller than in the
standard penalty procedure.

� The viscosity, in Eqn. (3), is a strong function of the strain rate and
therefore will present large variations between different points in the same
conÞguration.

Also, when using the pseudo-concentrations technique, [17] and [18], we
consider a Þxed mesh with the material moving inside it. For those mesh points
in which no material is present we adopt a reduced viscosity value and therefore,
this is also a source of bad conditioning (see Section 6).

3 The Conjugate Gradient Method

The Conjugate Gradient Method (CG) [1], [14] is an effective algorithm for
solving, in an iterative way, symmetric positive deÞnite systems, such as the
one in Eqn. (10a).
Given the linear system,

A x = b (12)

the convergence rate of the CG method depends on spectral properties of the
coefficients matrix A.
Calling λmax the maximum eigenvalue of A, and λmin its minimum eigen-

value, the spectral condition number for the symmetric positive deÞne matrix
is κ2 = (λmax/λmin) [5].
If xs is the exact solution of Eqn. (12), then it can be shown [14] that in the

CG method for the j − th iteration,
°°°x(j) − xs°°°

A
≤ 2 ρj

°°°x(0) − xs°°°
A

(13a)

ρ =

√
κ2 − 1√
κ2 + 1

(13b)
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where kvkA ≡ vTAv.
From Eqns. (13a) and (13b) we see that for κ2 = 1 the convergence of the

CG method is optimum and for κ2 −→∞ the method does not converge.

Hence, one may attempt to transform the linear system (12) into one that is
equivalent in the sense that it has the same solution but presents more favorable
spectral properties. We use a preconditioning matrix P , and the equations
system is transformed into,

PTAP (P−1x) = PT b . (14)

The goal of the preconditioner is to reduce the spectral number of the coef-
Þcients matrix.

4 The Canga - Becker preconditioner

In this section we discuss our implementation of the preconditioner developed
in Ref. [3] by Canga and Becker for solving, via the CG method, the equation
system in (10a); we specialize our discussion for the 8-node hexahedral ele-
ment with constant pressure and volumetric strain rate interpolations (H1-P0
element) [7].

4.1 Spectral analysis

For an element with a constant penalty parameter and volume V (e) we have,

K
(e)
V = κ

Z
V (e)

eBTV eBV dv = κ bKV . (15)

For the element formulation we are considering (H1-P0 ) eBV is constant
inside each element.
We now deÞne the vectors b(e) e = 1, ..., NEL where NEL is the number of

elements in the model:

b(e) = eBTV pVe . (16)

Hence, for the (H1-P0 ) element,

bKV = NELX
j=1

bj ⊗ bTj (17)

where we call bj the element vectors b
(e) extended to the complete domain

RNEQ. From the above we see that KV has a rank NEL since the bj are
linearly independent vectors.
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4.2 Velocity boundary conditions

If the velocity boundary conditions are not constant all along the system evolu-
tion (e.g. contact conditions), it will be necessary to include the corresponding
degrees of freedom in the problem resolution. This is because the number of
the nonzero coefficients of the stiffness matrix, storaged in a sparse format, is
calculated just once. Hence, we impose:

(K)i,j = 0 ∀i 6= j, for
·
U
(i)

fixed (18)

where K is the global stiffness matrix.
It is known that the bulk modes of deformation separate from the set corre-

sponding to the distortional modes of deformation at a rate proportional to the
bulk modulus κ; but within each set, the spread of eigenvalues remains bounded.
The modes corresponding to the degrees of freedom with Þxed velocity, will

also separate form the distortional modes at a rate proportional to κ. That�s
easy to deduce since the eigenvalue corresponding to the degree of freedom �v�
will be Kvv ∼= cte*κ.
Considering NV ELO prescribed d.o.f. we can deÞne:

For j = 1, ....,NEL

� cj(i) = bj(i) if the corresponding velocity d.o.f., �i�, is not Þxed.
� cj(i) = 0 if the corresponding velocity d.o.f., �i�, is Þxed.
For j = (NEL+ 1), ..., (NEL+NVELO)

� cj(i) = 0 if the corresponding velocity d.o.f., �i�, is not Þxed.
� cj(i) = 1 if the corresponding velocity d.o.f., �i�, is Þxed.
Therefore,

K = KD + κ

(NEL+NVELO)X
j=1

cj ⊗ cTj (19)

4.3 The preconditioner

In this subsection we discuss a preconditioning scheme suitable for improving
the conditioning of the above described stiffness matrix and therefore suitable
for improving the convergence ratio when solving the system of equations using
the (CG) method.
In a problem withNEQ equations we can deÞne a subspace B inRNEQx(NEL+NVELO)

spanned by the (NEL+NVELO) orthogonal vectors {cj} of dimension NEQ
that we deÞned in the previous subsection. The projection operator on B, con-
sidering that the base vectors are normalized, is
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PB =
h
c1 c2 ... c(NEL+NVELO)

i


cT1
cT2
...
...

cT(NEL+NVELO)

 =
(NEL+NVELO)X

j=1

cj ⊗ cTj

(20)

and PB J RNEQxNEQ.
It is straightforward to show that PB = P

T
B and that (PB)

2 = PB; therefore
PB(I − PB) = 0.
The projection operator that projects on the orthogonal complement of B

is,

P⊥B = I −
h
c1 c2 ... c(NEL+NVELO)

i


cT1
cT2
...
...

cT(NEL+NVELO)


= I −

(NEL+NVELO)X
j=1

cj ⊗ cTj (21)

In the constant viscosity case (Newtonian ßuid) the stiffness matrix in Eqn.
(19) can be written as,

K(µ=const) = µ bKD + κ

(NEL+NVELO)X
j=1

cj ⊗ cTj . (22)

Canga and Becker introduced the following projector operator [3],

P = ωPB + P
⊥
B (23)

where ω =
p
µ / κ. Applying the above projector operator to the matrix in

Eqn. (22) the resulting preconditioned matrix reduces to an expression totally
independent of bulk modulus when κ >> µ
If the vectors cj that span B are not orthonormal; then,

PB = B


β11 ... β1(NEL+NVELO)
β21 ... β2(NEL+NVELO)
... ... ...

β(NEL+NVELO)1 ... β(NEL+NVELO)(NEL+NVELO)

 BT

=

(NEL+NVELO)X
i,Pj=1

βij ci ⊗ cTj . (24)
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In the above we deÞned,

B =
h
c1 c2 ... c(NEL+NVELO)

i
(25a)

Bnorm = BTB . (25b)

Hence,

βij = (B
−1
norm)ij (26)

and replacing in Eqn. (23) we get,

P = I + (ω − 1) BB−1normBT . (27)

Let the vectors that span the orthogonal complement of B: B⊥ be {vi} ; i =
1, ..., NEQ−NEL−NV ELO.

4.3.1 Newtonian ßuids

For a constant viscosity body the preconditioner takes the form:

P = ω

(NEL+NVELO)X
i,j=1

βij ci ⊗ cTj +

NEQ−NEL−NVELOX
i,j=1

γij vi ⊗ vTj (28)

where, in the same way as before we deÞned γij as the components of the
inverse of the norm matrix in the space B⊥.
Pre and post-multiplying the stiffness matrix in Eqn. 22 we get,

PTKP = ω2 µ

(NEL+NVELO)X
i,k,s,t=1

βik βst

³ bKD

´
ks
ci ⊗ cTt

+ω µ

(NEL+NVELO)X
i,k=1

(NEQ−NEL−NVELO)X
p,z=1

βik γpz

³ bKD

´
kp
ci ⊗ vTz

+ωµ

(NEQ−NEL−NVELO)X
m,l=1

(NEL+NVELO)X
s,t=1

γml βst

³ bKD

´
ls
vm ⊗ cTt

+ω2κ

(NEL+NVELO)X
i,k,j,s,t=1

βik βst
¡
ck � cj

¢ ¡
cj � cs

¢
ci ⊗ cTt

+µ

(NEQ−NEL−NVELO)X
m,l,p,z=1

γml γpz

³ bKD

´
lp
vm ⊗ vTz (29)
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where we called
³ bKD

´
ab
the matrix components in the base of RNEQxNEQ©

cj , vi
ª
. When κ = 10α µ and κ −→∞ we are left with,

PTKP = µ (

(NEL+NVELO)X
i,k,j,st=1

βik βst
¡
ck � cj

¢ ¡
cj � cs

¢
ci ⊗ cTt

+

(NEQ−NEL−NVELO)X
m,l,p,z=1

γml γpz

³ bKD

´
lp
vm ⊗ vTz ) (30)

and the condition number of the matrix PTKP is independent of the bulk
modulus, κ.
In order to display the effect of the above discussed preconditioner on the

conditioning of the stiffness matrix, in Table 1 we compare the preconditioned
matrices of two hexahedral elements with very different aspect ratios (a, b, c are
the side lengths of the elements)

Hexahedral element dimensions a = b = c 100a = b = 10c

Cond (K) (max eigenvaluemin eigenvalue ) 4.2 · 107 2.4 · 1010
Cond

¡
PTKP

¢
(max eigenvaluemin eigenvalue ) 6.3 4, 329

Table 1. Elements with different aspect ratios and constant viscosity¡
κ = µ 107

¢
We see from the above results that the discussed preconditioner eliminates

the bad conditioning coming from the penalty parameter but does not alleviate
the condition number imposed by the aspect ratio.

4.3.2 Non-Newtonian ßuids

For non-Newtonian ßuids or rigid-viscoplastic materials, the viscosity is not con-
stant, it is a function of the accumulated effective plastic strain and effective
strain rate; hence, it takes different values inside an element and between ele-
ments. In the rigid - viscoplastic material model that we consider for simulating
metal forming operations, we take for each element the penalty coefficient κ(e) =
10α ν(e) where ν(e) is an element parameter; hence, the parameter ω will have to
change from element to element since we want to scale independently each of the
components projected on the subspace B = ©cjª ; j = 1, ..., (NEL+NVELO).
The projection of a vector x J RNEQ on B can be expressed as,

bx =

(NEL+NVELO)X
j=1

αj cj = Bα (31a)

α =
¡
BTB

¢−1
BTx (31b)
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We now want to Þnd an operator, Pω that when applied to a vector inRNEQ
produces a vector in B but with its components scaled with different parameters
ωj . Therefore, for the case of variable viscosity, we re-write the preconditioner
in Eqn. (28) as,

P =

(NEL+NVELO)X
i,j=1

ωi βij ci ⊗ cTj +

NEQ−NEL−NVELOX
i,j=1

γij vi ⊗ vTj (32)

Even tough this preconditioner is not symmetric, the product PTKP is still
symmetric and therefore we can use the CG method to solve the linear system
of equations.
The preconditioned stiffness matrix is now,

PTKP =

(NEL+NVELO)X
i,k,s,t=1

ωi ωs βik βst (KD)ks ci ⊗ cTt

+

(NEL+NVELO)X
i,k=1

(NEQ−NEL−NVELO)X
p,z=1

ωi βik γpz (KD)kp ci ⊗ vTz

+

(NEQ−NEL−NVELO)X
m,l=1

(NEL+NVELO)X
s,t=1

ωs γml βst (KD)ls vm ⊗ cTt

+

(NEL+NVELO)X
i,k,j,st=1

ωi ωs βik βst κj
¡
ck � cj

¢ ¡
cj � cs

¢
ci ⊗ cTt

+

(NEQ−NEL−NVELO)X
m,l,p,z=1

γml γpz (KD)lp vm ⊗ vTz (33)

Let us consider, in a Þrst approach:

� A constant viscosity inside each element but, different from element to
element (µe).

� A penalty parameter κe = 10α νe, where νe is an element parameter.
For this case we propose to use in the preconditioner,

ωe =

r
µe

10α νe
e = 1, ..., NEL. (34)

For the d.o.f. with prescribed velocities we use µi = νi = 1.
When 10α −→∞ the Eqn. (33) reduces to,
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PTKP
κ→∞

=

(NEL+NVELO)X
i,k,s,t=1

r
µi
νi

r
µs
νs
βik βst(NEL+NVELO)X

e=1

νe (ck � ce) (ce � cs)
 ci ⊗ cTt

+

(NEQ−NEL−NVELO)X
m,l,p,z=1

γml γpz (35)

"
NELX
e=1

µe

³bKD

´e
lp

#
vm ⊗ vTz

We can analyze the following speciÞc cases:

� For cubic elements the vectors ©cjª and ©vjª are orthogonal, when we
normalize them, we get,

PTKP
κ→∞

=

(NEL+NVELO)X
e=1

µece ⊗ cTe + (NEQ−NEL−NVELO)X
m,p=1

³bKD

´e
mp
vm ⊗ vTp


+

(NEL+NVELO)X
e=(NEL+1)

µece ⊗ cTe . (36)

For this case the matrix PTKP is independent of the penalty parameter.

� For the case in which inside each element µe = νe,

PTKP
κ→∞

=

(NEL+NVELO)X
i,k,s,t=1

βik βst(NEL+NVELO)X
e=1

µe (ck � ce) (ce � cs)
 ci ⊗ cTt

+

(NEQ−NEL−NVELO)X
m,l,p,z=1

γml γpz (37)

"
NELX
e=1

µe

³bKD

´e
mp

#
vl ⊗ vTz
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The spread between the eigenvalues of PTKP is determined by the differ-
ences between the element viscosities.

� For the general case (µe 6= νe) our numerical experience has shown us that
the most convenient choice is,

ωe =

r
1

10α
e = 1, ..., NEL (38)

therefore, when 10α −→∞ the preconditioned matrix takes the form,

PTKP =

(NEL+NVELO)X
i,k,s,t=1

βik βst (39)(NEL+NVELO)X
e=1

νe (ck � ce) (ce � cs)
 ci ⊗ cTt

+

(NEQ−NEL−NVELO)X
m,l,p,z=1

γml γpz"
NELX
e=1

µe

³ bKD

´e
lp

#
vm ⊗ vTz

Equation (38) is therefore used to adapt the Canga - Becker preconditioner
to the case of variable viscosity and when the penalty parameter is a function
of the elements viscosity.

5 The Jacobi preconditioner

In the second section of this paper, we discussed the ßow formulation and the
two main sources of bad conditioning for the algebraic system of equations that
has to be solved at every iteration step. In the previous section we discussed
a preconditioning scheme aimed at removing the bad conditioning that comes
from the penalty imposition of the incompressibility constraint.
For the bad conditioning induced by the large differences in the viscosity

values among different points inside the model we implemented the Jacobi pre-
conditioner,

(J)ij =

Ã
NELX
e=1

µmaxe
bKe
D

!−1/2
ii

δij . (40)
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We use both pre-conditioners in cascade: Þrst the Jacobi preconditioner and
afterwards, on the Jacobi-preconditioned stiffness matrix, we use the Canga -
Becker preconditioner. In Table 2 we present a very simple example showing
the effect of both preconditioners acting in cascade.

Hexahedral element dimensions a = b = c

Cond (K) (max eigenvaluemin eigenvalue ) 8.1 · 1011
Cond

¡
PTKP

¢
(max eigenvaluemin eigenvalue ) 8.1 · 103

Cond (PTJKJP ) 4.61

Table 2. Two elements Stokes problem (µ1 = 0.1; µ2 = 2000; κ = µ 10
7)

It is interesting to note that the Jacobi preconditioner in Eqn.(40) is not
useful for overcoming the ill conditioning due to a bad aspect ratio, in the next
table we present an example that conÞrms this assertion,

Hexahedral element dimensions a = b = c 100 a = b = 10 c

Cond
¡
PTKP

¢
(max eigenvaluemin eigenvalue ) 6.3 4, 329.

Cond (PTJKJP ) 4.0 4, 330.

Table 3. Stokes problem (µ = const; κ = µ 107)

6 Numerical experimentation

In this section we discuss several examples that illustrate on the performance
of the above discussed iterative solving scheme.
The examples are solved using our Þnite element code METFOR ([4], [7]

to [12]) which for solving rigid - viscoplastic models uses the ßow formulation
[19] implemented via the pseudo - concentrations technique [17] [18]. The 3D
examples discussed in what follows were modeled using the (H1-P0 ) element and
the incompressibility constraint was imposed using the augmented Lagrangian
procedure.
The Þnite element models are solved using the following staggered procedure:

� Variables interpolated from their nodal values,

·
u : material velocities,
c : nodal pseudo-concentrations

c ≥ 0 actual material is present at the point,

c < 0
there is no material present at the point
(a small µ is considered to avoid singular stiffness matrices [12])

� The mesh is Þxed and, knowing the velocity Þeld we can calculate the
c-distribution with the following transport equations:
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·
u ·∇c = 0 (stationary problems) (41a)

∂c

∂t
+

·
u ·∇c = 0 (transient problems) (41b)

� The equivalent plastic strains are transported using,

·
u ·∇ε =

hci
|c|

·
ε (stationary problems) (42a)

∂ε

∂t
+

·
u ·∇ε =

hci
|c|

·
ε (transient problems) (42b)

where h·i is the Macauley bracket.
� For stationary problems we start the iterative algorithm from a trial c-
distribution and zero trial velocities:

·
u =0.

� For transient problems (t −→ t+∆t) we start the iterative algorithm from
the converged solution of the previous step.

1. l = −1
2. l = l+ 1

(i) j = 0;
·
u
(j)
=

·
u
(j−1)

(ii) j = j + 1
Solve the work-piece nonlinear equilibrium equations
keeping constant the c-distribution and the ε-distribution

·
u
(j)
= f (

·
u
(j−1)

, c(l), ε(l))

(iii) IF

°°°° ·u(j)− ·
u
(j−1)

°°°°
2°°°° ·u(j)°°°°

2

≤ UTOL .AND.
°°° ·εv°°°∞ ≤ V TOL

THEN −→ ·
u
(l)
=

·
u
(j)
GO TO 3

ELSE −→ GO TO 2.(ii)

3.
Calculate the c-distribution and ε-distribution
solving the corresponding transport equations

4. IF l = 0 GO TO 2

ELSE −→ IF

°°°° ·u(l)− ·
u
(l−1)

°°°°
2°°°° ·u(l)°°°°

2

≤ UTOL

THEN −→ CONV ERGENCE
ELSE −→ GO TO 2

Box I: Staggered iterative algorithm for coupling the equilibrium equations
to the c−transport equations
During the step (2.ii) the penalty parameter is not kept constant as in [7],

instead it is changed at every iteration so as to have κ = 10α µelemmax ; where
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µelemmax is the maximum element viscosity obtained from the velocity distribution
produced by the previous iteration. In the following numerical experimentation
we use α = 4.
Skyline storage is used for the direct solver (COLSOL in [2]) and compressed

row storage for the iterative solvers. The performance of the direct and itera-
tive solvers is compared in terms of CPU time and storage requirements. The
convergence tolerance considered for the iterative solvers at each iteration was
taken as: °°ri°°

kr0k ≤ 10
−8

where ri is the residual at the i-th solver iteration.
For calculating the storage required by the direct solver we consider the co-

efficient matrix alone whereas for the iterative solvers it includes the compacted
coefficient matrix, the vectors of indices and the preconditioner storage.
All problems were run in a workstation using double precision.

6.1 Extrusion of a square bar

In Fig. 1 we present the Þnite element model that we used for solving this
problem under the assumption that the material completely Þlls the extrusion
die; since there are no free surfaces, c > 0 everywhere and there is no need for
solving the c-transport equations.

In what follows we present the comparison between the performance of the
direct solver and the iterative solver (CG + Canga - Becker preconditioner +
Jacobi preconditioner) considering two models:

6.1.1 Model 1

Number of equations :3, 311
Number of elements: 10x10x10

Storage [Mb]
Relative
CPU
time

Iterations 1

Direct Solver 8.7 1.00 −
Iterative Solver 2.4 0.73 1993

Table 4. Performance of the iterative solver for the smallest model of the
square bar extrusion

1Total number of iterations used by the iterative solver to solve all the linear systems in
the iterative N-R scheme used to determine the velocity Þeld.
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Figure 1: Finite element model for simulating the extrusion of a square bar
(rigid / perfectly-plastic material model)
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6.1.2 Model 2

Number of equations : 8, 835
Number of elements: 14x14x14

Storage [Mb]
Relative
CPU
time

Iterations

Direct Solver 44.4 1.00 −
Iterative Solver 8.9 0.49 4753
Table 5. Performance of the iterative solver for the largest model of the

square bar extrusion

6.2 Swelling of a non-Newtonian planar ßow

In this problem we consider the swelling of a planar ßow ßowing through a chan-
nel, when it reaches an abrupt expansion; a non-Newtonian ßuid was considered
with

µ =
1

3

µ ·
ε

¶−0.5

The problem was solved using the pseudo-concentrations technique as in [12]
but in this case 3D elements were used.
For the proposed model we have 8, 415 d.o.f. and the performance of differ-

ent solvers is compared in Table 6. For a description of the different iterative
schemes tested please refer to [1], [14].

Solver
Storage
(Mb)

Iterations
per N-R it.

Relative
CPU
time

DIRECT 28.6 − 1.0
GMRES + Jac 6.9 315.
CG + Jac 3.6 7800 8.8
CG + SSOR 3.7 3235 9.5
CG + ICHOL
(no Þll in)

7.0 1775 10.1

CG + ICHOL
(with Þll in)

7.2 1796 15.1

CG + C-B + Jac 6.8 315 0.8

Notes:

1. For the GMRES solver the dimension of the Krylov space was set as 50
[1].
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Figure 2: Swelling of a Newtonian ßuid
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2. Jac: Jacobi preconditioner.

3. SSOR: preconditioning with symmetric succesive over-relaxation [1]

4. ICHOL:preconditioning with incomplete Cholevsky factorization [1].

5. C-B: the Canga - Becker preconditioner.

Table 6. Performance of the different iterative solvers

From the results in Table 6 it is clear that for this problem the (CG) method
coupled to the Canga - Becker and Jacobi preconditioners presents the best
performance.

6.3 Piercing

In Fig. 3 we present an exploded graph of a Þnite element model that simulates
the piercing process of a rigid - perfectly plastic bar (Mannesmann process). The
model was developed using the ßow formulation implemented via the pseudo-
concentrations technique, and in the Þgure we show:

� Finite element mesh with the pseudo-concentrations distribution (the dark
zones indicate c > 0).

� Rolling tools: rolls, guiding shoes and plug that impose the actual bound-
ary conditions on the material.

For this case we use a larger penalty coefficient in the augmented Lagrangian
procedure that imposes the incompressibility constraint: κ(e) = 105 µ(e)max.
The model has 67, 076 d.o.f. and in Table 7 we compare the average results

that we obtain for each Newton - Raphson iteration using either the direct or
the iterative solver (CG + C-B + Jac).

Solver
Storage
(Mb)

Relative
CPU
time

DIRECT 1, 286 1.00
CG + C-B + Jac 0.15 0.81
Table 7. Piercing of a rigid - perfectly plastic bar

It is important to remark that in the above Þnite element model we have
included elements with very poor aspect ratios.

20



Figure 3: Finite element mesh for modeling the piercing of a rigid - perfecly
plastic bar

21



7 Conclusions

A preconditioned (C-G) iterative solver was implemented to solve the bad con-
ditioned linear equation systems that have to be solved when modeling metal
forming problems using rigid - viscoplastic material models (ßow formulation).
An ad hoc preconditioning scheme was analyzed and implemented consider-

ing the two main sources of bad conditioning:

1. The stiffness spread between the volumetric and distortional deformation
modes. For this purposes the Canga - Becker preconditioner was adapted
for the case of the non-homogeneous mechanical properties that in a rigid
- viscoplastic material models are induced by the non-homogeneous strain
and strain rate distributions.

2. The stiffness spread induced by the large differences in the viscosity values
among different points inside the model (this differences are enhanced
when using the pseudo concentrations technique); for this purpose a Jacobi
preconditioner was implemented acting in cascade with the Canga - Becker
preconditioner.

The obtained iterative solver is very efficient considering both, the required
storage and the processing CPU time, even tough the bad conditioning induced
by the elements aspect ratio has not been tackled yet.
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is gratefully acknowledged.
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